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Introduction

ẒHigh Performance Computing Systems run on large 
amounts of power 

ẒFaster supercomputer in the world: Tianhe-2 in National 

University of Defense Technology, China

ïPerformance: 

33.86 PF/s Linpack (55 PF/s Peak)

ïPower consumption: 
17.8 MW (plus 24 MW cooling) 

ïElectricity cost 

(~ 45kúper day )

Sources: http://top500.org , http://www.scmp.com/news/china/article/1543226 /

chinas -world -beating -supercomputer - fails - impress -some -potential -clients



Introduction

ẒHalf of the cost of a Petascale system comes from 
energy consumption, and today, it costs about 1 
million dollars a year to run a 1 MW system. 

ẒThis means that the electricity bill is roughly equal to 
the hardware cost of such platforms. 

ẒCost not the only problem. Heat generation because of 
density and energy consumption is difficult to 
disseminate
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Introduction
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Buddy Bland, Present and Future Leadership Computers at OLCF, June 2015

Exascale

Today

[1] J. Dongarraet al., ά¢ƘŜinternationalexascalesoftwareprojectǊƻŀŘƳŀǇΣέin
InternationalJournalof HighPerformanceComputingApplications, 2011.

ẒThe energy consumption is the most important 
obstruction for building exascalemachines [1]



Introduction

ẒEnergy efficiency major requirement in all levels of 
hardware and software design

ẒUltimate goal: a maximum throughput within a given 
energy budget. 

ẒAdditional constraints : 

ïmaximum power capping or constant power 
consumption with only small perturbation. 
Å If those constraints are met, a power supplier can often provide a 

significantly lower price, thus increasing the efficiency in terms of 
TCO.
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State of the art

ẒThere are 2 main approaches for energy efficiency in 
HPC :

ïStatic power management which deals with 
designing hardware operating on efficient energy 
levels

ïDynamic power management in which the 
software dynamically adapts its consumption based 
on the usage of the resources.
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Yiannis Georgiou , David Glesser , Krzysztof Rzadca , Denis Trystram
A Scheduler -Level Incentive Mechanism for Energy Eciency in HPC
(In proceedings of CCGRID 2015)



ÅSystem Software:

Å Operating System, Runtime 

Å System, Resource Management,

Å I/O System, Interfacing to External

Å Environments

High Performance Computing Systems



Resource and Job Management System

ÅThe goal of a Resource and Job Management System (RJMS) is 

to satisfy users' demands for computation and assign resources 

to user jobs with an efficient manner.

Direct and constant knowledge

of resources and application needs

RJMS Importance

Strategic Position, responsibility 

for the overall system performance



Resource and Job Management System Layers

This assignement involves three principal abstraction layers:

ÅJob Management: declaration of a job and demand of resources 

and job characteristics,

ÅScheduling: matching of the jobs upon the resources,

ÅResource Management : launching and placement of job instances 

upon the computation resources along with the jobôs control of execution



Objectives

ẒDeal with energy efficiency in HPC from the RJMS side

ïPower and Energy measurement system

ïAllow the user to control the energy efficiency of 
his/her executions   

ïDeal with power and energy as dynamic resources 
and provide internal mechanisms to adapt the 
scheduling

ẒStudies with simulations and emulations along with 
implementations upon a widely known open -source 
Resource and Job Management System: SLURM
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SLURM scalable and flexible RJMS

Å Scalability : D esigned to operate in a heterogeneous cluster 
with up to tens of millions of processors.

Å Performance : Can accept 1,000 job submissions per 
second and fully execute 500 simple jobs per second 
(depending upon hardware and system configuration).

Å Free and Open Source : Its source code is freely available 
under the GNU General Public License .

Å Portability : Written in C with a GNU autoconf configuration 
engine. While initially written for Linux, Slurm has been 
ported to a diverse assortment of systems.

Å Power Management : Job can specify their desired CPU 
frequency and power use by job is recorded. Idle resources 
can be powered down until needed.

Å Fault Tolerant : It is highly tolerant of system failures, 
including failure of the node executing its control functions.

Å Flexibility : A plugin mechanism exists to support various 
interconnects, authentication mechanisms, schedulers, etc. 

https://github.com/SchedMD/slurm

http://www.gnu.org/licenses/gpl.html


SLURM History and Facts

Á Initially developed in LLNL since 2003, passed to SchedMD

in 2011

Á Multiple enterprises and research centers have been 

contributing to the project (LANL, CEA, HP, BULL, BSC, 

CRAY etc)

Á Large international community, active mailing lists (support 

by main developers)

Á Contributions (various external software and standards 

are integrated upon SLURM)

Á As of the June 2015 Top500 supercomputer list, SLURM is

being used on six of the ten most powerful computers in 

the world including the no1 system, Tianhe-2 with

3,120,000 computing cores.



BULL and SLURM

Å BULL initially started to work with SLURM in 2005

Å About 6 SLURM-dedicated engineers since 2013

ïResearch upon the field of Resource Management and Job 

Scheduling (National/European financed projects, PhDs) and 

definition of RoadMap

ïDevelopment of new SLURM features: all code dropped in the 

open-source

ïSupport upon clusters : Training, Configuration, Bug correction, 

Feature Requests, etc

Å Integrated as the default RJMS into the BULL- HPC software 

stack since 2006 

Å Close development collaboration with SchedMD and CEA

Å Organaziation of Slurm User Group (SUG) Conference (User, 

Admin Tutorials + Technical presentation for developpers) 

http://www.schedmd.com/slurmdocs/publications.html



Overview

ẒPower/Energy Monitoring and Control
ïMeasurement System

ïEnergy Accounting

ïPower Profiling

ïUser level control of power and energy

ẒPower adaptive and Energy aware scheduling
ïUser Incentives for energy aware scheduling

ïSystem - level control of power and energy

ïPower adaptive scheduling

ẒOngoing Works and Road to Exascale
ïDynamic Runtime Energy Optimizations 

ïTowards energy budget control

ïEnergy Efficiency and road to exascale
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Power/ Energy

Monitoring and Control

extreme computing by Bull



Power and Energy Management
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Issues that we wanted to deal with:
Attribute power and energy data to HPC components
Calculate the energy consumption of jobs in the system
Extract power consumption time series of jobs
Control the Power and Energy usage of jobs and workloads 



Power and Energy Measurement System
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Power and Energy monitoring per node 
Energy accounting per step/job 
Power profiling per step/job 
CPU Frequency Selection per step/job

How this takes place :
In -band collection of energy/power data (IPMI / RAPL plugins)
Out -of-band collection of energy/power data (RRD plugin )
Power data job profiling (HDF5 time -series files)
Parameter for CPU frequency selection on submission commands



Power and Energy Measurement System
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Power and Energy monitoring per node
Energy accounting per step /job 
Power profiling per step /job 
CPU Frequency Selection per step /job

How this takes place :
In -band collection of energy /power data (IPMI / RAPL plugins)
Out -of-band collection of energy /power data (RRD plugin )
Power data job profiling (HDF5 time -series files)
SLURM Internal power - to -energy and energy - to -power calculations

Overhead: In-band Collection

Precision: measurements and internal calculations

Scalability: Out-of band Collection



Energy accounting per job with Slurm

Ẓ Total amount of energy consumption 
per job is stored in Slurm accounting 
database

Ẓ Data can be displayed in Graphite
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Power and Energy Measurement System
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Yiannis Georgiou, Thomas Cadeau, David Glesser, Danny Auble, Morris Jette and Matthieu Hautreux

Energy Accounting and Control with SLURM Resource and Job Management System

(In proceedings of ICDCN 2014)

[root@cuzco108 bin]# $ scontrol show n=mo38 | grep ConsumedJoules

CurrentWatts =105 LowestJoules =105 ConsumedJoules =17877

[ root@cuzco108 bin]# sacct - o 

"JobID%5,JobName,AllocCPUS,NNodes%3,NodeList%22,State,Start,End,Elapse

d,ConsumedEnergy%9"

JobID JobName AllocCPUS NNodes NodeList State               

Start                 End    Elapsed ConsumedEnergy

----- ---------- ---------- --- ---------------------- ---------- ----

--------------- ------------------- ---------- ---------

127    cg.D.32         32   4     cuzco [109,111 - 113]  COMPLETED 

2013 - 09- 12T23:12:51 2013 - 09- 12T23:22:03   00:09:12   490.60KJ

[root@cuzco108 bin]# cat extract_127.csv

Job,Step,Node,Series,Date_Time,Elapsed_Time, Power

13,0,orion - 1,Energy,2013 - 07- 25 03:39:03,0, 126

13,0,orion - 1,Energy,2013 - 07- 25 03:39:04,1, 126

13,0,orion - 1,Energy,2013 - 07- 25 03:39:05,2, 126

13,0,orion - 1,Energy,2013 - 07- 25 03:39:06,3, 140



In-band collection of power/energy data with IPMI

·IPMI is a message -based, hardware - level interface 
specification (may operate in -band or out -of-band)

·Communication with the Baseboard Management 
Controller BMC

·SLURM support is based on the FreeIPMI (opensource )

·Data collected in Watts

·SLURM individual polling frequency (>= 1sec)

·direct usage for power profiling

· internal SLURM calculations for energy reporting per 
job



In-band collection of power/energy data with RAPL

·RAPL ( Running Average Power Limit) interface 
implemented mainly for power -cap on socket level

· Interfaces can estimate current energy usage based 
on a software model 

·The data collected from RAPL is energy consumption 
in Joules

·SLURM individual polling frequency (>= 1sec)

·direct usage for energy reporting per job

·but internal SLURM calculations for power 
reporting



Power Profiling with HDF5 

·Job profiling to periodically capture the taskôs usage 
of various resources like CPU, Memory, Lustre , 
Infiniband and Power per node

·Resource Independent polling frequency configuration

·Based on hdf5 file format (opensource )

·Profiling per node (one hdf5 file per job on each 
node)

·Aggregation on one hdf5 file per job (after job 
termination)

·Slurm built - in tools for extraction of hdf5 profiling 
data



Energy Accounting and Power Profiling
Architecture



Power and Energy Measurement System
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Yiannis Georgiou, Thomas Cadeau, David Glesser, Danny Auble, Morris Jette and Matthieu Hautreux

Energy Accounting and Control with SLURM Resource and Job Management System

(In proceedings of ICDCN 2014)


