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Power Consumption in Silicon Chips

RPi= ai.fi.Ci.Vdd2 + Ileaki~Vdd
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* Power and energy consumption basics
* Power consumption in processors
* Multicore: power and utilization walls

* Energy advantages of hardware
accelerators

* Playing with accuracy for reducing energy

* Towards heterogeneous manycores

— 3D stacking
— Optical interconnect

The Basic Element: Transistor

* Transistor as a switch Id
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Vt: threshold

* Vg >Vt: NMOS on
— Resistance Rps
* Vg < Vt: NMOS off * Switch: resistance Ry

— Leakage | 4 RDS X Vv 1 ¥
dd—Vt

* Gate: capacitance Cg



Transistors

* Bulk CMOS

Source

;nnel
e FD-SOI CMOS e \

N/P Diffusion

— STMiicroelectronics
— Vt tuning

Transistors

* Intel FinFET: transistors go 3D

32 nm Planar Transistors 22 nm Tri-Gate Transistors

22 nm Tri-Gate Transistor

Tri-Gate transistors can have multiple fins connected together
3

to increase total drive strength for higher performance ,
intel, , )



* Delay of a gate
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Activity

* Activity o, is the probability to have a 0->1
transitions at the output of a gate

* Example: AND gate
S Ps = P(Szl) = P/-\PB 1/2
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* Activity propagation
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Propagating Activity is not So Simple

* Conditional probabilities

A
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* Glitches: gate delay
— Significant in arithmetic
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Dynamic Power vs. Performance

* Decreasing Vdd reduces power but

increases delay
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Power Dissipation and Circuit Delay

Delay (s)

Leakage vs. performance

* High performance * Low leakage

Id Id

ot of
Vt (low) Vt (high)
Pstati — NIOﬂ-‘Vdd IOff:
1 * Exponential in inverse of Vt

* Exponential in temperature

Delay o« ———
o Vaa — Vi * Linear in device count 12



Minimum Energy per Operation

* Putting all together

Energy per Operation [pJ]

05
Supply Voltage [V]

On-Chip Interconnect?

* Gate delay decreases but... wire delay increases

* Crossing chip in 5-10 clock cycles
* Also affected by noise...

* Metal layersto
reduce wire delay

* Repeaters

e Towards network-
on-chip
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Conclusion: Power in CMOS

P=) [0:£.C;.Vdd® + Ijeay,. Vdd]

* Dynamic power * Leakage power
— 40-70% today — 20-50 % today
— Decreasing relatively — Increasing rapidly
— DVFS becomes more * number of transistors
and more difficult * Vdd/Vtscaling

— Critical for memory

ener :
p="YE . rate+static power

operation
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Power Consumption in Processors

* A typical (yet simple) processor pipeline

IF/ID

"Re..10
PC
Ri1.15
Instruction| IR

memory [ ™ MEMWB.IR Registers

MEM/WB
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Energy Cost in a Processor

D-cache

|I-cache
23%

Datapath

Fetch/
Decode

MIPS processor
91 pJ/instr.
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Energy Cost in a Processor

* Fetching operands costs more than computing

64-bit DP DRAM
20p) — 256 pJ i6n) [ | Rd/Wr
256-bit Efficient
buses off-chip
link

256-bit access
8 kB SRAM

[Dally, IPDPS'11]
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Energy Cost in a Memory

e L2 Cache contains 4 Millions SRAM cells
* Raw/column of 2000 cells

LK Bit line

Storage
i > — Cell

F Word line

}

Row decoder

EEEEEEEL

Sense amplifiers-Drivers

EEEEER!

Column decoder

Ak-1

Input-Output
(M bits) 20



The Energy Cost of Data Movement

* Future processor up to 3 Tera-op/sec

e At minimum requires 64b x 9 Tera-operands
to be moved each second

* |f on average 1mm (10% of die size) then

— 0.1pJ/bit x 576 Thits/s 10000 2
— consumes 58 Watts! 1,000 % 15
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Reducing Power

* Power gating, multi-Vt E’

: T
* Clock gating w0
* Vdd scaling e

—|
— Parallel, pipeline _{—E
=

Activity reduction

— Pre-computation, correlation, encoding

Glitch Power Reduction
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Dynamic Power Management

* Dynamic Voltage and Frequency Scaling (DVFS)

* Reduce speed (clock freq.) and Vdd depending on
processor activity

E=CV,2*+Ejy.

E=CV,2

E Before IDLE

Processor Speed

After

: Time
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accelerators
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— Can 3D stacking help?

— Optical interconnect
24
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The “Power Wall”
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and the “Multicore Era”

* Increasing performance by increasing # of cores

256 Cores
512
. 4-way SIMD FMACs @ 25-5GHz X\

256 |~ . 5-10 TFlops on one chip °©
o 128 ° Some apps require 1 bytg/ﬂop Thes Manycore
e el Need 5-10 TB/s of off-chip BW - ® o el Era
8 - Need 5-10 TB/s of on-chip BW too! Tiiges ©
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Shared-Memory Multiprocessor

nsfe e

L2 L2 L2 L2 % _Haro!v\_/are-managed,
implicitly-addressed,
coherent caches

* Processors communicate
with shared address
space by memory

read/write

Interconnect

* Bandwidth depends on
— Cache size, associativity

Shared L3 .
— Replacement policy,

I II i II I I II I coherence protocol

Off chip DRAM banks — Application requirements
ol

IBM Power 8

3X38GB/s Processor Links

12 cores (SMT 8)
2013 (2015)
22nm, 6.5cm?

Caches

— 512 KBSRAM L2
/ core

— 96 MB eDRAM
shared L3

— Up to 128 VB
eDRAM L4 (off-
chip)

BCl Express 3X12GB/s ProcéssoriLinks & ! I
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IBM Power 8

e Across 12 core chip
— 4 TB/sec L2 BW
— 3 TB/sec L3 BW

e 230 GB/s sustained

external memory
bandwidth

GB/sec shown assuming 4 GHz
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Distributed Memory

Separate address
space for each
processor

Processors
communicate via
message passing

Software-managed,
explicitly-addressed,
local memories

Sometimes also
distributed shared
memory

30
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Intel’s 80 Core Terascale Processor

— 12.64mm —i
; O Area

* 80 cores (2 FMACs)
* 1.6 SP TFOPS @ 5GHz 1.2V

e 320 GB/s bisection router
bandwidth

1.5mm ———

Routers write directly |
into memory:

any core could write
into the memory of  §
any other core with

low latency (2 cycles)
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Moving to multicore

* 1 core@2GHz@1.2V@1W 2GHz| T,
« 1 core@1GHz@0.8V@0.25W Gl e
* 2cores@1GHz@0.8V@0.5W 1GHz
* But... twice area (and not so simple)

1GHz

Advanced technology nodes?
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Technology Scaling

o

28 nm 20 nm 14 nm

Classical (Dennard’s) scaling

Device count S2 Core; Cord

Device frequency S

Capacitance, Vdd 1/S

Device power 1/s2

Utilization 1 50W@1.4.f
100W@f
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End of Dennard’s Scaling

* Energy efficiency is not scaling along
with integration capacity

Leakage limited scaling

Device count S2 Core; Corq;
Device frequency S
Device power (cap) |1/S
Device power (Vq4q) |~1

Utilization 1752 100W@1.4.f
100W @f (w/o) leakage
34
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