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Power	Consumption	in	Silicon	Chips

• Chips,	logic	gates	and	transistors

Intel’s	Xeon	Chip
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Outline

• Power	and	energy	consumption	 basics
• Power	consumption	 in	processors
• Multicore:	power	and	utilization	walls
• Energy	advantages	of	hardware	
accelerators

• Playing	with	accuracy	for	reducing	energy
• Towards	heterogeneous	manycores

– 3D	stacking
– Optical	interconnect
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The	Basic	Element:	Transistor

• Transistor	as	a	switch

• Vg	>	Vt:	NMOS	on
– Resistance	RDS

• Vg	<	Vt:	NMOS	off
– Leakage	Ioff
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• Switch:	resistance	RDS
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Transistors

• Bulk	CMOS

• FD-SOI	CMOS
– STMicroelectronics
– Vt tuning
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UTBB-SOI : Ultra Thin Body (FD) and BOX SOI  

February 2012 Technology R&D 
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Planar FDSOI Transistor Advantages 

February 2012 Technology R&D 

• Total dielectric isolation 
– Lower S/D capacitances 
– Lower S/D leakages 
– Latch-up immunity 

 

• Ultra-thin Body (TSi~1/3LG) 
– Excellent short-channel immunity  

• low SCE, DIBL 
• No channel doping, no pocket implant 

– Improved VT variation 

• Ultra-thin BOX option 
– Back-bias control 

• Ground-plane implantation 
– VT adjustment 

Thin Silicon Channel 
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Transistors

• Intel	FinFET:	transistors	go	3D
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Gates

• Delay	of	a	gate

• Dynamic	power	

• Leakage	power
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Activity

• Activity	αi is	the	probability to	have	a	0→1
transitions	at	the	output	 of	a	gate

• Example:	AND	gate
– PS =	P(S=1)	=	PAPB
– αi =	PS(1- PS)

• Activity	propagation
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Propagating	 Activity	 is	not	So	Simple

• Conditional	probabilities

• Glitches:	gate	delay
– Significant	in	arithmetic
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Dynamic	Power	vs.	Performance

• Decreasing	Vdd reduces	power	but
increases	delay
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Power	Dissipation	and	Circuit	Delay
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Leakage	vs.	performance

• High	performance • Low	leakage
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• Exponential	 in	inverse	of	Vt
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• Linear	in	device	count	
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Minimum	Energy	per	Operation

• Putting	all	together

14

[Source: Intel]

On-Chip	Interconnect?

• Gate	delay	decreases	but…	wire	delay	increases
• Crossing	chip	in	5-10	clock	cycles
• Also	affected	by	noise…

• Metal	layers	to	
reduce	wire	delay

• Repeaters

• Towards	network-
on-chip
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Conclusion:	 Power	in	CMOS

• Dynamic	power
– 40-70%	today	
– Decreasing	relatively
– DVFS	becomes	more	
and	more	difficult

• Leakage	power
– 20-50	%	today	
– Increasing	rapidly	

• number	 of	transistors
• Vdd/Vt scaling

– Critical	for	memory
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Outline

• Power	and	energy	consumption	 basics
• Power	consumption	 in	processors
• Multicore:	power	and	utilization	walls
• Energy	advantages	of	hardware	
accelerators

• Playing	with	accuracy	for	reducing	energy
• Towards	heterogeneous	manycores

– 3D	stacking
– Optical	interconnect
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Power	Consumption	in	Processors

• A	typical	(yet	simple)	processor	pipeline

 

134

 

Chapter 3   Pipelining

 

when we consider the effect of branches, which changes the PC also, but not until
the MEM stage. This is not a problem in our multicycle, unpipelined datapath,
since the PC is written once in the MEM stage. For now, we will organize our
pipelined datapath to write the PC in IF and write either the incremented PC or
the value of the branch target of an earlier branch. This introduces a problem in
how branches are handled that we will explain in the next section and explore in
detail in section 3.5.

Because every pipe stage is active on every clock cycle, all operations in a
pipe stage must complete in one clock cycle and any combination of operations
must be able to occur at once. Furthermore, pipelining the datapath requires that
values passed from one pipe stage to the next must be placed in registers.
Figure 3.4 shows the DLX pipeline with the appropriate registers, called 

 

pipeline
registers

 

 or pipeline latches, between each pipeline stage. The registers are
labeled with the names of the stages they connect. Figure 3.4 is drawn so that
connections through the pipeline registers from one stage to another are clear. 

FIGURE 3.4 The datapath is pipelined by adding a set of registers, one between each pair of pipe stages. The reg-
isters serve to convey values and control information from one stage to the next. We can also think of the PC as a pipeline
register, which sits before the IF stage of the pipeline, leading to one pipeline register for each pipe stage. Recall that the
PC is an edge-triggered register written at the end of the clock cycle; hence there is no race condition in writing the PC. The
selection multiplexer for the PC has been moved so that the PC is written in exactly one stage (IF). If we didn’t move it, there
would be a conflict when a branch occurred, since two instructions would try to write different values into the PC. Most of
the datapaths flow from left to right, which is from earlier in time to later. The paths flowing from right to left (which carry the
register write-back information and PC information on a branch) introduce complications into our pipeline, which we will
spend much of this chapter overcoming. 
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Energy	Cost	in	a	Processor

MIPS processor
91 pJ/instr.
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Energy	Cost	in	a	Processor

• Fetching	operands	costs	more	than	computing

28nm
CMOS

500	pJ Efficient
off-chip	
link

16	nJ
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Rd/Wr

64-bit	DP
20pJ 26	pJ 256	pJ

1	nJ

256-bit
buses

50	pJ
256-bit	access

8	kB SRAM

[Dally,	IPDPS’11]
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Energy	Cost	in	a	Memory

• L2	Cache	contains	4	Millions	SRAM	cells
• Raw/column	of	2000	cells
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The	Energy	Cost	of	Data	Movement	

• Future	processor	up	to	3	Tera-op/sec
• At	minimum	requires	64b	x	9	Tera-operands	
to	be	moved	each	second	

• If	on	average	1mm	(10%	of	die	size)	then
– 0.1pJ/bit	 x	576	Tbits/s	
– consumes	 58	Watts!
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tion has been slowed by continued 
improvement in microprocessor sin-
gle-thread performance. Developers of 
software applications had little incen-
tive to customize for accelerators that 
might be available on only a fraction of 
the machines in the field and for which 

the performance advantage might 
soon be overtaken by advances in the 
traditional microprocessor. With slow-
ing improvement in single-thread per-
formance, this landscape has changed 
significantly, and for many applica-
tions, accelerators may be the only 

path toward increased performance 
or energy efficiency (see Table 4). But 
such software customization is diffi-
cult, especially for large programs (see 
the sidebar “Decline of 90/10 Optimi-
zation, Rise of 10x10 Optimization”). 

Orchestrating data movement: 
Memory hierarchies and intercon-
nects. In future microprocessors, the 
energy expended for data movement 
will have a critical effect on achiev-
able performance. Every nano-joule 
of energy used to move data up and 
down the memory hierarchy, as well 
as to synchronize across and data be-
tween processors, takes away from the 
limited budget, reducing the energy 
available for the actual computation. 
In this context, efficient memory hi-
erarchies are critical, as the energy to 
retrieve data from a local register or 
cache is far less than the energy to go 
to DRAM or to secondary storage. In 
addition, data must be moved between 
processing units efficiently, and task 
placement and scheduling must be 
optimized against an interconnection 
network with high locality. Here, we 
examine energy and power associated 
with data movement on the processor 
die. 

Today’s processor performance is 
on the order of 100Giga-op/sec, and 
a 30x increase over the next 10 years 
would increase this performance to 
3Tera-op/sec. At minimum, this boost 
requires 9Tera-operands or 64b x 
9Tera-operands (or 576Tera-bits) to be 
moved each second from registers or 
memory to arithmetic logic, consum-
ing energy. 

Figure 11(a) outlines typical wire 
delay and energy consumed in moving 
one bit of data on the die. If the oper-
ands move on average 1mm (10% of 
die size), then at the rate of 0.1pJ/bit, 
the 576Tera-bits/sec of movement con-
sumes almost 58 watts with hardly any 
energy budget left for computation. If 
most operands are kept local to the ex-
ecution units (such as in register files) 
and the data movement is far less than 
1mm, on, say, the order of only 0.1mm, 
then the power consumption is only 
around 6 watts, allowing ample energy 
budget for the computation. 

Cores in a many-core system are 
typically connected through a net-
work-on-a-chip to move data around 
the cores.40 Here, we examine the ef-

Figure 12. Hybrid switching for network-on-a-chip. 
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Table 5. Data movement challenges, trends, directions. 

Challenge Near-Term Long-Term

Parallelism Increased parallelism Heterogeneous parallelism and 
customization, hardware/runtime 
placement, migration, adaptation  
for locality and load balance

Data Movement/
Locality

More complex, more exposed hierarchies; 
new abstractions for control over 
movement and “snooping”

New memory abstractions and 
mechanisms for efficient vertical 
data locality management with low 
programming effort and energy 

Resilience More aggressive energy reduction; 
compensated by recovery for resilience

Radical new memory technologies  
(new physics) and resilience techniques

Energy 
Proportional 
Communication

Fine-grain power management in packet 
fabrics

Exploitation of wide data, slow clock, 
and circuit-based techniques 

Reduced Energy Low-energy address translation Efficient multi-level naming and 
memory-hierarchy management

Figure 11. On-die interconnect delay and energy (45nm). 
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Reducing	Power

• Power	gating,	multi-Vt
• Clock	gating
• Vdd scaling

– Parallel,	pipeline
• Activity	reduction

– Pre-computation,	 correlation,	encoding
• Glitch	Power	Reduction

Virtual Vdd

sleep Switch
Cell

Vdd

Logic
Cell
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Dynamic	Power	Management

• Dynamic	Voltage	and	Frequency	Scaling	(DVFS)
• Reduce	speed	(clock	freq.)	and	Vdd depending	on	
processor	activity
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Outline

• Power	and	energy	consumption	 basics
• Power	consumption	 in	processors
• Multicore:	power	and	utilization	walls
• Energy	advantages	of	hardware	
accelerators

• Playing	with	accuracy	for	reducing	energy
• Towards	heterogeneous	manycores

– Can	3D	stacking	help?
– Optical	interconnect
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The	“Power	Wall”

Source: C. Batten, Cornell 
Source: C. Batten, Cornell 

~25 W/cm2

a	hard	limit

26

and	the	“Multicore	 Era”

• Increasing	performance	by	increasing	#	of	cores

Course Motivation Interconnection Network Basics Course Logistics

Examples of Multicore and Manycore Processors

ECE 5970 L01: Course Overview 9 / 29

Source: C. Batten, Cornell 
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Shared-Memory	Multiprocessor

• Processors	communicate	
with	shared	address	
space	by	memory	
read/write

• Hardware-managed,	
implicitly-addressed,	
coherent	caches	

• Bandwidth	depends	on
– Cache	size,	associativity	
– Replacement	policy,	
coherence	protocol

– Application	requirements
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Interconnect

Shared	L3

Off	chip	DRAM	banks
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IBM	Power	8

• 12	cores	(SMT	8)
• 2013	(2015)
• 22nm,	 6.5cm2

• Caches	
– 512	KB	SRAM	L2	
/	core	

– 96	MB	eDRAM
shared	L3	

– Up	to	128	MB	
eDRAM L4	(off-
chip)	
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IBM	Power	8

• Across	12	core	chip	
– 4	TB/sec	L2	BW	
– 3	TB/sec	L3	BW	

• 230	GB/s	sustained	
external	memory	
bandwidth

GB/sec	shown	assuming	4	GHz

© 2013 International Business Machines Corporation 8 

GB/sec shown assuming 4 GHz 
• Product frequency will vary based on model type 

Across 12 core chip 
• 4 TB/sec L2 BW 
• 3 TB/sec L3 BW 
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Distributed	Memory
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• Separate	address	
space	for	each	
processor

• Processors	
communicate	 via	
message	 passing

• Software-managed,	
explicitly-addressed,	
local	memories	

• Sometimes	 also	
distributed	shared
memory
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Intel’s	80	Core	Terascale Processor	

• 80	cores	(2	FMACs)
• 1.6	SP	TFOPS	@	5GHz	1.2V
• 320	GB/s	bisection	router	
bandwidth

1111

Intel’s 80 core terascale processor 
Die Photo and Chip Details
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• Basic statistics:
– 65 nm CMOS process
– 100 Million transistors in 275 mm2

– 8x10 tiles, 3mm2/tile
– Mesosynchronous clock
– 1.6 SP TFLOP @ 5 Ghz and 1.2 V
– 320 GB/s bisection bandwidth
– Variable voltage and multiple sleep 

states for explicit power management
Routers	 write	directly	
into	memory:	
any	core	could	write	
into	the	memory	of	
any	other	core	with	
low	latency	(2	cycles)

32

Moving	to	multicore

• 1	core@2GHz@1.2V@1W

• 1	core@1GHz@0.8V@0.25W	

• 2	cores@1GHz@0.8V@0.5W
• But…	twice	area	(and	not	so	simple)

• Advanced	technology	nodes?

2GHz 1W
1.2V

1GHz 0.22W
0.8V

1GHz

1GHz
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Technology	 Scaling

28 nm 20 nm 14 nm

Planar FDSOI Transistor Advantages 

February 2012 Technology R&D 

• Total dielectric isolation 
– Lower S/D capacitances 
– Lower S/D leakages 
– Latch-up immunity 

 

• Ultra-thin Body (TSi~1/3LG) 
– Excellent short-channel immunity  

• low SCE, DIBL 
• No channel doping, no pocket implant 

– Improved VT variation 

• Ultra-thin BOX option 
– Back-bias control 

• Ground-plane implantation 
– VT adjustment 

Thin Silicon Channel 

10 

Classical	(Dennard’s)	scaling
Device	count	 S2
Device	frequency	 S
Capacitance,	 Vdd 1/S
Device	power	 1/S2
Utilization 1

Corei

100W@f

Corei

50W@1.4.f

S

34

End	of	Dennard’s Scaling

• Energy	efficiency	is	not	scaling	along	
with integration	capacity

Leakage	limited	scaling
Device	count	 	 S2
Device	frequency	 S
Device	power	 (cap) 1/S
Device	power	(Vdd) ~1
Utilization 1/S2

Corei

100W@f

Corei

100W@1.4.f
(w/o)	leakage


